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The Problem: Changing Black Box Models
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Requires efficient, any-time ML models.

Background: Explaining by Removing [1]

A Solution: Online Explanations

Methods: First incremental, online XAI methods exist.

Requires efficient, any-time feature removal methods.

Training of Hospital 
admission model on 
patient data.

Concept Drift: Covid
pandemic leads to 
changes in the model.

Empirical Comparison
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Open Source: iXAI
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Future Work

➢ Human-grounded evaluation: Conduct user studies and
investigate how to explain dynamic models efficiently and
effectively.

➢ Move to Higher Orders: Move from feature importance to
feature interactions.

✓ iXAI currently contains four explanation methods: iPFI [2],
iSAGE [3], iPDP [4], and MDI [7]

✓ iXAI allows for interventional and observational feature
removal by means of different imputer systems.

❑ Looking for collaborators!
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Images in taken with permission from Kristin Blesh’s XAI’23 presentation on “Unfooling SHAP and SAGE: Knockoff Imputation for Shapley Values”


