
SHAP-IQ: Unified Approximation of any-order 
Shapley Interactions

Fabian Fumagalli1,*, Maximilian Muschalik2,*, Patrick Kolpaczki3, 

Eyke Hüllermeier2, and Barbara Hammer1

Paper Site

Motivation: Explaining Language Models

Background

[1] Shapley, L. S. (1953). A value for n-person games. In Contributions
to the Theory of Games (AM-28), Volume II, pages 307–318.
Princeton University Press.

[2] Fujimoto, K., Kojadinovic, I., and Marichal, J. (2006). Axiomatic
characterizations of probabilistic and cardinal-probabilistic
interaction indices. Games Econ. Behav., 55(1):72–99.

[3] Grabisch, M. and Roubens, M. (1999). An axiomatic approach to
the concept of interaction among players in cooperative games.
International Journal of Game Theory, 28(4):547–565

[4] Bordt, S. and von Luxburg, U. (2023). From shapley values to
generalized additive models and back. In AISTATS’23, pp. 709–745.

[5] Sundararajan, M., Dhamdhere, K., and Agarwal, A. (2020). The
shapley taylor interaction index. In ICML’20, pp. 9259–9268.

[6] Tsai, C., Yeh, C., and Ravikumar, P.
(2023). Faith-shap: The faithful shapley
interaction index. Journal of Machine
Learning Research, 24(94):1–42.

[7] Lundberg, S. M. and Lee, S. (2017). A
unified approach to interpreting model
predictions. In NeurIPS’17, pp.4765–
4774.

[8] Covert, I. and Lee, S.-I. (2021).
Improving KernelSHAP: Practical shapley
value estimation using linear regression.
In AISTATS 2021, pp. 3457–3465.

References

Approximation Quality: SHAP-IQ vs. SII Baseline

➢ SHAP-IQ substantially outperforms the permutation sampling baseline yielding higher-quality 
approximation results for the SII.

▪ Task: explanation of a 
transformer-based 
sentiment analysis 
model with SII

▪ Model: DistilBERT
fine-tuned on IMDB

▪ Data: tokenized 
sentences with d = 14 
words

SetupMSE Precision at 10

Approximation of different CIIs using SHAP-IQ

▪ Indices: SII and STI are 
estimated with 
permutation sampling and 
FSI with a regression

▪ LM: sentiment analysis 
model

▪ SOUM: synthetic model 
after [6] with strong 
interactions

Setup

➢ SHAP-IQ efficiently estimates all types of CIIs, but the FSI regression estimator on the LM is 
superior to SHAP-IQ, showcasing the power of the weighted least squares representation.

Sum of Unanimity (SOUM)Language Model (LM)

▪ shapiq is available for python via pip

▪ compute interactions for all 
CII indices with available 
estimators

▪ plot interactions

Empirical Evaluation

Open Source Implementation

Funding

4. We use SHAP-IQ to compute any-order n-SII values on different ML models and demonstrate that SHAP-IQ
outperforms existing baseline methods.

1. We consider a general form of interaction indices, known as CII [2] and establish a novel representation,
which we utilize to construct SHAP-IQ, an efficient sampling-based estimator.

2. We show that SHAP-IQ is unbiased, consistent and provide a general approximation bound while
maintaining the efficiency condition for n-SII [4] and STI [5].

3. For the Shapley value [1], we find a novel representation and prove that SHAP-IQ is linked to Unbiased
KernelSHAP [8], greatly simplifying its representation.
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